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Abstract— Artificial intelligence (AI) is increasingly inte-
grated into modern healthcare, offering powerful support
for clinical decision-making. However, in real-world set-
tings, AI systems may experience performance degradation
over time, due to factors such as shifting data distribu-
tions, changes in patient characteristics, evolving clinical
protocols, and variations in data quality. These factors
can compromise model reliability, posing safety concerns
and increasing the likelihood of inaccurate predictions or
adverse outcomes. This review presents a forward-looking
perspective on monitoring and maintaining the “health” of
AI systems in healthcare. We highlight the urgent need
for continuous performance monitoring, early degradation
detection, and effective self-correction mechanisms. The
paper begins by reviewing common causes of performance
degradation at both data and model levels. We then sum-
marize key techniques for detecting data and model drift,
followed by an in-depth look at root cause analysis. Cor-
rection strategies are further reviewed, ranging from model
retraining to test-time adaptation. Our survey spans both
traditional machine learning models and state-of-the-art
large language models (LLMs), offering insights into their
strengths and limitations. Finally, we discuss ongoing tech-
nical challenges and propose future research directions.
This work aims to guide the development of reliable, robust
medical AI systems capable of sustaining safe, long-term
deployment in dynamic clinical settings.

Index Terms— AI in Healthcare, AI Performance Degra-
dation, AI Self-Correction, Data Drift, Model Drift, Clinical
Decision Support, AI Monitoring, AI Reliability, AI Safety

I. INTRODUCTION

THE world is seeing increasing applications of Artificial
Intelligence (AI) in healthcare [1], transforming disease

diagnosis, patient monitoring, outcome prediction, and treat-
ment planning. AI technologies range from image analysis
algorithms in radiology [2] to predictive models that leverage
electronic health records (EHR) for early disease detection [3].
By March 2025, the United States Food and Drug Administra-
tion (FDA) has listed 1,016 AI-enabled medical devices that
have met the FDA’s applicable premarket requirements [4], and
the number of AI/ML-based algorithms approved for clinical
use by FDA continues to grow at a rapid rate [5]. As these AI
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Fig. 1. Illustration of performance degradation of medical AI models
due to data or model shifts.

systems continue to be adopted, ensuring their reliability and
sustained performance becomes critically important. A recent
study [6] analyzed 100 commercially available AI products in
radiology and found that while AI adoption is accelerating,
many systems lack rigorous scientific validation. Specifically,
64% of the products had no peer-reviewed evidence, and only a
small fraction demonstrated clinical impact beyond diagnostic
accuracy. The reliability of AI models in healthcare is not
merely a technological concern but a crucial factor in ensuring
patient safety and quality of care. Inaccurate or degraded
AI performance can lead to severe consequences, including
misdiagnosis, inappropriate treatment recommendations, and
a loss of trust from healthcare providers and patients.

Performance degradation in AI, or model drift [7], [8], as
shown in Fig. 1, refers to the phenomenon where models
exhibit reduced effectiveness in real-world applications com-
pared to their performance during initial training or testing.
In classic machine learning (ML) theory, training and test
data are assumed to be drawn from the same underlying
distribution [9]. However, this cannot hold in real-world prac-
tice. This issue is particularly pressing in healthcare, where
models are exposed to dynamic, real-world data that may
differ significantly from the training data. Generally, these data
variations that lead to model degradation/corruption can be
categorized into two main types. The first is cross-environment
variation, also referred to as spatial or location-based varia-
tion. An AI model trained in one environment, when applied to
new environments, may encounter significantly different data
distributions. For example, demographic differences in a new
clinical setting may contrast sharply with the data distributions
in the original training environment, leading to performance
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degradation. Differences in medical practices, device settings,
or even disease prevalence across geographic regions further
exacerbate this issue.

Another type of variation is within-environment variation,
also known as temporal variation. In this scenario, an AI
model is designed and deployed within a fixed environment,
meaning the external setting remains constant. However, over
time, the model still experiences performance degradation.
This phenomenon can be vividly depicted as “AI aging” [10],
where the model’s effectiveness declines due to shifts in
the underlying data distribution. Such variations can occur
abruptly, triggering a sharp drop in performance that can be
classified as an anomaly event. Conversely, a more subtle
but persistent issue arises when the AI model suffers from a
gradual performance decline, which may go unnoticed without
continuous monitoring.

Only recently has the research community and industry
started recognizing the importance of monitoring AI perfor-
mance degradataion [11]–[13]. Chen et al. [14] demonstrate
that clinical decision support systems trained on historical
EHR data experience significant declines in predictive accu-
racy as the underlying clinical practice evolves, suggesting a
natural decay in the utility of past clinical data. Their findings
show that AI models relying on older datasets performed worse
than those trained on more recent data, indicating an inherent
susceptibility to performance degradation.

The study [15] empirically evaluates the long-term per-
formance degradation of ML models predicting in-hospital
mortality at the time of emergency admission, using a real-
world dataset of 1.83 million patient discharge records from
Maryland State Inpatient Database (2016–2018). By analyzing
four top-performing ML models over 2.5 years, the authors
track degradation across key metrics, including Area Under
the Receiver Operator Characteristic Curve (AUC), accuracy,
precision, and recall. The findings reveal that while ML models
can remain effective for over a year post-training, gradual
performance decline necessitates strategic retraining. Addi-
tionally, the study highlights the limitations of 10-fold cross-
validation in predicting long-term reliability and emphasizes
the need for adaptive monitoring to maintain robustness in
clinical AI applications.

The study [16] investigates performance drift in machine
learning models used for cardiac surgery risk prediction,
using a large UK cardiac surgery dataset from 2012–2019.
They develop and evaluate five ML models (e.g., XGBoost,
Random Forest) and the findings highlight strong evidence of
performance degradation over time, attributed to changes in
data distributions and variable importance.

Another research on models predicting acute kidney injury
(AKI) [17] over 9 years has shown that while discriminatory
performance (e.g., ranking outcomes) may remain stable, cali-
bration drift (the misalignment of predicted probabilities with
actual outcomes) can significantly undermine their clinical
utility. Similar findings are reported in [18], where multiple
regression and machine learning models exhibit calibration
drift in the task of predicting 30-day hospital mortality. These
emphasize the importance of performance monitoring to detect
and correct degradation, ensuring AI models maintain their
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Fig. 2. Overview of the medical AI monitoring framework, from perfor-
mance degradation detection, analysis to correction.

accuracy and relevance in dynamic healthcare environments.
Even the most advanced AI models are not immune to un-

expected performance degradation in real-world applications.
The rise of large language models (LLMs) has marked a
significant breakthrough in AI research, attracting global atten-
tion for their impressive capabilities. However, the increasing
integration of LLMs into medicine and clinical workflows
highlights the urgent need for robust AI performance monitor-
ing. A recent study [19] assesses GPT-4’s performance on the
American college of Radiology in-training examination and
finds that when the questions were repeated several months
later to assess for model drift, GPT-4 chose a different answer
25.5% of the time, indicating substantial temporal variability
in LLM performance. A similar trend is observed in radiology
question answering and interpretation tasks, where GPT-4
also demonstrates performance degradation over time [20].
A broader evaluation [21] highlights how GPT-4 and GPT-
3.5 exhibit performance drift across various tasks, including
code generation, math problem-solving, and sensitive question
answering. One key observation is that GPT-4’s ability to
follow user instructions degrades over time, contributing to
the observed performance drops. These studies underscore
the fact that even the most advanced AI systems can exhibit
unexpected performance degradation in real-world scenarios
across both clinical and non-clinical domains, reinforcing
the necessity for continuous monitoring to ensure long-term
reliability and safety.

Our study is motivated by the growing use of AI in the
medical and healthcare fields. As these systems are increas-
ingly applied to real-world clinical settings, concerns about
their long-term safety and reliability are becoming more
important [22]. In particular, there is a growing awareness that
monitoring AI after deployment deserves more attention [23],
[24]. However, despite this need, there is still no comprehen-
sive review that looks at the full picture of AI monitoring in
medicine and healthcare, from detecting performance issues,
to understanding their causes, to applying correction methods.
To help address this gap, as shown in Fig. 2, our paper
presents an integrated survey of existing techniques for de-
tecting, analyzing, and correcting AI performance degradation
in healthcare. By offering a clear and structured overview, we
hope to support the development of AI systems that are not
only effective at the start but also stay safe and reliable over
time in real clinical environments.
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II. PROBLEM FORMULATION

Ensuring the long-term safety and reliability of ML models
requires more than pre-deployment evaluation on training and
test sets. It also demands robust post-deployment monitoring.
Real-world environments often undergo changes in input data
and usage context, which can cause performance degradation
or unexpected failures if left unmanaged. We define AI perfor-
mance monitoring as comprising two key components: data
monitoring and model monitoring, both framed as distribu-
tional comparisons between datasets or model behaviors.

A. Data Monitoring
Let X ⊂ Rd denote the input space. Suppose we are given

two datasets:

D1 = {x(1)
i }n1

i=1 ∼ P1(X), D2 = {x(2)
j }n2

j=1 ∼ P2(X) (1)

The goal of data monitoring is to detect whether a distribu-
tional shift has occurred, that is,

H0 : P1(X) = P2(X) vs. H1 : P1(X) ̸= P2(X) (2)

This is done by computing a statistical discrepancy measure
δ(P1, P2). A shift is detected when:

δ(P1, P2) > ϵ (3)

for some predefined threshold ϵ. This formulation applies to
two common settings.

In the static setting, also referred to as between-site shift,
D1 and D2 are fixed datasets collected from different sources
such as hospitals, imaging devices, or population groups. The
goal is to assess across-domain generalization through a one-
time comparison.

In the temporal setting, new data arrive as a stream
{xt}∞t=1, and drift is monitored continuously by comparing
the current distribution Pcur (data in a more recent window:
Dcur = {xt}t1+w

t=t1 ) with a reference distribution Pref. The
comparison remains the same:

δ(Pref, Pcur) > ϵ (4)

Both settings are mathematically equivalent and involve com-
paring the distributions of two sample sets.

B. Model Monitoring
Let f : X → Y be a deployed model that maps inputs

to predictions. Given a stream of input data {xt}, we denote
the corresponding model outputs as ŷt = f(xt). Let Ot =
{ŷi}i∈t denote the set of predictions made within a given
time window t. Model monitoring aims to detect whether the
model’s behavior has changed over time, either in terms of its
predictive accuracy or the statistical properties of its outputs.

Supervised model monitoring: applies when ground-truth
labels yt are available. Let Dt = {(xi, yi)}i∈t be the labeled
dataset at time t, and define a performance metric m(f ;Dt),
such as accuracy, AUROC or F1 score. Model degradation is
detected when:

m(f ;Dt) < m(f ;Dval)− δm (5)

where Dval is the validation dataset used as a baseline, and
δm is a predefined degradation threshold.

Unsupervised model monitoring: applies when ground-
truth labels are not available. In this case, we compare the
output distribution P (Ot) at time t with a reference output
distribution P (Ot0) from an earlier time t0, using a divergence
function δ. A model shift is detected if:

δ(P (Ot), P (Ot0)) > ϵ (6)

We can monitor the entropy of the model’s softmax outputs,
as well as other statistics such as output confidence, class-wise
prediction frequencies, and prediction stability.

III. DATA-DRIVEN CAUSES OF MEDICAL AI
DEGRADATION

A. Data Shift in Medical AI

In disease diagnosis, AI models typically use biomedical
features (e.g., laboratory test results, vital signs, or radiomic
features) to classify patients as either disease-positive or
disease-negative. However, in real-world deployment, various
types of data shifts can degrade performance [25]. Let X
denote input features and Y the target output; data shift
refers to changes in their joint distribution P (X,Y). These
changes can arise from shifts in P (X) (covariate shift), P (Y)
(label shift or prior probability shift), or P (Y|X) (concept or
relationship shift) [26].

Fig. 3 illustrates three types of data shift using synthetic
data. We denote the source and target domains (or time
windows) as Ds = (Xs, Ys) and Dt = (Xt, Yt), respectively.
The distributions in the source and target are represented by
Ps(·) and Pt(·). The data shifts are categorized based on what
changes and what remains invariant across domains.

1) Covariate Shift: Refers to the case where the marginal
distribution of the input changes, but the conditional distribu-
tion of labels given input remains the same:

Ps(X) ̸= Pt(X), while Ps(Y | X) = Pt(Y | X) (7)

Example: The model is trained on data from an elderly
population but deployed in a younger cohort, with consistent
diagnostic logic.

2) Label Shift: Occurs when the marginal distribution of
labels changes, while the class-conditional input distribution
remains invariant:

Ps(Y ) ̸= Pt(Y ), while Ps(X | Y ) = Pt(X | Y ) (8)

Example: A disease classification model is trained on data
with low disease prevalence, but deployed during an outbreak
where the prevalence significantly increases.

3) Concept Shift: Concept shift occurs when the conditional
distribution of labels given inputs changes, potentially along-
side changes in the input distribution in practice:

Ps(Y | X) ̸= Pt(Y | X), while Ps(X) = Pt(X) (9)

Example: Updated clinical guidelines may lead to different
labels for the same patient features.
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Fig. 3. Types of data shift in a disease classification model. The
model classifies positive (disease, red) and negative (normal, green)
cases. (a) Original distribution with a defined classification threshold.
(b) Covariate shift: changes in input feature distribution (e.g., due to
population differences). (c) Label shift: increase in disease prevalence.
(d) Concept shift: changes in the relationship between features and
labels.

4) Case Studies: The study in [27] explores the impact of
data drift on machine learning models deployed in healthcare.
Through simulations, it investigates covariate shift, concept
shift, and major events (i.e., the COVID-19 pandemic) as
sources of drift. The study highlights that data drift signifi-
cantly impacts model performance, necessitating monitoring
and retraining to maintain effectiveness.

B. Data Anomaly in Medical AI
1) Soft Failure vs. Hard Failure: In contrast to data shifts

or drifts, which represent distribution-level changes, data
anomalies refer to instance-level irregularities in input data
that can cause sudden and severe model failure. These anoma-
lies occur at the point level and are not necessarily associated
with global distributional trends.

Data shift or drift is considered as a “soft failure” factor
as models typically experience a gradual performance degra-
dation due to slow changes in input distribution over time
or across environments. In contrast, data anomalies are often
sudden and severe, acting as “hard failure” triggers where even
a single anomalous input can lead to unpredictable or harmful
model behavior.

2) Definition and Types of Data Anomalies: Let x∗ be an
input from the current environment. A data anomaly is defined
as:

x∗ ∼ Pt(X), but x∗ /∈ support(Ps(X)) (10)

where Ps(X) is the distribution of the training data and Pt(X)
is the current test distribution. Although x∗ may technically
belong to the test domain, it lies far outside the support of
the training distribution and thus cannot be reliably handled
by the model.

Data anomalies encompass a wide variety of problematic
inputs, including but not limited to:

• Out-of-Distribution (OOD) Inputs: Samples that lie far
from the training data manifold.

• Highly Noisy Inputs: Corrupted or low-quality data that
reduce signal-to-noise ratio.

• Missing or Incomplete Data: Input with absent features,
null values, or default placeholders.

• Highly Biased Inputs: Data points that are unrepresen-
tative or imbalanced, such as overrepresentation from a
specific group, condition, or outlier case.

• Adversarial Inputs: Carefully crafted samples designed
to fool the model.

3) Impact on Model Performance: Data anomalies can cause
sudden and serious model failures, unlike distribution shifts
that usually lead to gradual performance drops (e.g., lower
AUC or poor calibration). Even one bad input, like an extreme
lab result or unreadable image, can lead to confident but wrong
predictions, risking harmful clinical decisions.

While this survey focuses on shift-based failures that de-
velop gradually and are often difficult to detect, sudden
anomaly-induced errors are equally important. Robust AI
monitoring should address both gradual distributional drift and
abrupt data anomalies.

IV. MODEL-DRIVEN CAUSES OF MEDICAL AI
DEGRADATION

A. Calibration Drift

Calibration assesses how well predicted probabilities match
actual outcomes [28]. In a well-calibrated model, a predic-
tion of 0.8 corresponds to an 80% observed event rate. In
healthcare, calibration is crucial for ensuring that predicted
risks are both interpretable and actionable in clinical decision-
making. However, when a model is deployed in new settings
with different populations or disease prevalence, calibration
can drift. This may lead to systematic overestimation or
underestimation of risk even if the model’s ability to rank
individuals by risks (i.e., discrimination or decision thresholds)
remains unchanged. Such drifts can compromise the reliability
of risk estimates and lead to suboptimal or inequitable clinical
decisions.

Such model drift is especially critical in tasks like risk
stratification, triage, and prognosis [17], where miscalibrated
predictions can misguide clinical decisions and erode trust.
For example, a model trained in Hospital A with a 10%
sepsis rate may underpredict risk when deployed in Hospital
B with a 20% prevalence. The study [17] explores seven acute
kidney injury models over nine years and finds that while
discrimination remained stable, calibration degraded over time
due to shifts in event rates (label shift) and predictor-outcome
relationships (concept shift), compromising risk estimates and
decision support reliability.

B. Model Optimization Trade-Offs

Optimizing models for specific metrics-such as infer-
ence speed, computational efficiency, or adherence to safety
constraints-can inadvertently degrade performance in other
areas. For instance, the study by [19] suggests that GPT-4’s
performance drift in radiology diagnosis tasks may be linked
to optimization on other competing metrics, which potentially
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compromises diagnostic accuracy. These trade-offs can lead to
unintended consequences in clinical AI models where accuracy
and reliability are paramount.

A broader study [21] demonstrates GPT-4’s performance de-
cline across multiple tasks over time, underscoring the inherent
difficulty of maintaining consistent performance. It highlights
how fine-tuning or system updates aimed at improving specific
capabilities can cause unintended performance declines in
other tasks.

C. Catastrophic Forgetting
To ensure adaptability in dynamic clinical environments,

medical AI models are often updated with new patient data,
shifting clinical practices, or evolving guidelines [29]. How-
ever, such update can unintentionally lead to catastrophic
forgetting [30], [31], where the model loses performance on
previously learned knowledge. Importantly, this does not only
affects past cases but also future cases that share highly similar
patterns with those older examples. In high-stakes settings
like healthcare, catastrophic forgetting of previously learned
disease subtypes, rare conditions, or specific population sub-
groups can create critical blind spots with potentially harmful
consequences. Mitigating this risk requires careful update
strategies, such as rehearsal-based methods, regularization
techniques, or freezing critical model components [32].

D. Knowledge Staleness
Knowledge staleness occurs when models are not regularly

updated, leading to a gradual mismatch between the model’s
internal representations and current medical guidelines, clini-
cal practices, or scientific discoveries. In healthcare, this can
cause misclassifications, such as applying outdated diagnostic
criteria or missing emerging diseases like COVID-19. This
problem is especially pronounced in LLMs [33], [34]. Without
timely updates, these models may produce hallucinations [35],
[36], which are confident but incorrect outputs based on
outdated or fabricated information.

To address knowledge staleness, medical AI systems
should incorporate mechanisms for continual knowledge re-
fresh. Common approaches include periodic retraining [37],
retrieval-augmented generation (RAG) [38], and hybrid sys-
tems that combine LLMs with real-time databases [39].

E. Prompt Sensitivity
For models like LLMs, few-shot learning has demonstrated

impressive performance in adapting to new tasks with minimal
examples. However, studies [40] reveal that some LLMs and
Vision-Language Models (VLMs) in medical domain can
suffer performance degradation even after few-shot prompt-
ing, raising concerns about their robustness and real-world
reliability. Additionally, prompt sensitivity, where variations
in prompts lead to significantly different outputs, can result
in inconsistencies and unpredictable behavior over time. Re-
cent studies [41]–[43] further show that current LLMs often
struggle to fully capture and manage this sensitivity. This
limitation is particularly critical in high-stakes domains like
healthcare, where reliability, reproducibility, and consistency
are paramount.

Distribution 

Comparison

Input Output

Reference Labels (if available)

Performance 

Analysis

Fig. 4. Illustration of AI performance monitoring: input (data) shift
detection and output (model drift) detection.

V. MONITORING AI: DATA SHIFT DETECTION

In medical AI systems, performance degradation can result
from changes in input data (external) or the model itself
(internal). Therefore, monitoring should cover both data inputs
and model outputs. As shown in Fig. 4, this involves two
key components: input monitoring (for data shift) and output
monitoring (for model drift).

This section focuses on data shift detection. While not
all data shifts cause performance drops, they are a leading
contributor [44]. Detecting data shifts early can play a key
role in tracking and maintaining model performance.

A. Statistic-Based Methods
These methods detect distribution differences between

datasets, whether across domains (spatial shift) or over time
(temporal drift), by comparing feature representations from
source and target data. They are valued for their statistical
rigor, non-parametric nature, and broad applicability after
feature extraction. In addition, their outputs, such as distance
scores or p-values, are often interpretable, making them well-
suited for explainable and reliable AI monitoring.

1) Distance-Based Methods: These methods detect distri-
bution shift by measuring the discrepancy between feature
distributions of source and target data. The data are first
represented as feature vectors (raw, handcrafted, or model-
generated) and the distance between distributions is computed
in feature space. A larger distance suggests a higher likelihood
of shift, typically assessed using a threshold or statistical test.

Maximum Mean Discrepancy (MMD). MMD is a non-
parametric distance metric used to compare two probability
distributions based on their samples. It measures the differ-
ence between the mean embeddings of the source and target
distributions in a reproducing kernel Hilbert space (RKHS).
A larger MMD value indicates a greater discrepancy between
the two distributions. MMD is especially well-suited for high-
dimensional data. In the study [45], the authors utilize a pre-
trained autoencoder to extract latent features from chest X-ray
images in both source and target datasets. Then they apply
MMD to compare the latent feature distributions between
the datasets. A significant MMD score signals data drift,
effectively identifying subtle shifts such as those introduced by
COVID-19. In [46], a Gaussian kernel-based MMD is used for
detecting covariant shift of medical datasets and shows good
performance.
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Wasserstein Distance. Also known as Earth Mover’s Dis-
tance, it quantifies the difference between two probability
distributions by computing the minimum cost required to shift
probability mass from one to the other. The cost reflects both
how much mass is moved and how far it is moved, capturing
the overall effort to align the distributions.

The study [47] proposes a statistical method to detect
domain shifts in medical imaging (e.g., pathology) for deep
learning models. Features are first extracted from pathology
images using a CNN, and shifts are quantified by compar-
ing feature distributions in the latent space using metrics
like Wasserstein Distance. Validated on datasets like CAME-
LYON17, the method shows a strong link between represen-
tation shifts and model performance degradation.

Kullback-Leibler (KL) Divergence. KL Divergence is a
fundamental concept from information theory that measures
how one probability distribution differs from another reference
distribution. Specifically, it quantifies the expected extra infor-
mation needed to represent data from the target distribution
using a model trained on the source distribution. In simple
terms, it reflects how inefficient it is to assume the data
follows one distribution when it actually follows another. The
study [47] also uses KL Divergence to detect domain shifts in
medical imaging datasets (e.g., pathology).

Jensen-Shannon (JS) Divergence. It is a symmetric and
smoothed variant of KL divergence. It measures the similarity
between two probability distributions. In data shift detection,
JS Divergence is commonly used to compare feature or
prediction distributions between a source (training) and target
(test) dataset. In a study analyzing temporal shifts in healthcare
data [48], JS divergence is used to compare data shift over
time in two datasets: MIMIC-IV and a Brazilian COVID-
19 registry. The result shows its robustness for monitoring
temporal shifts in real-world healthcare data.

2) Hypothesis Test Methods: These methods assess whether
two samples come from the same distribution using formal sta-
tistical tests. They are typically applied to low-dimensional or
1D data where raw distributional differences are directly mea-
surable. These methods output p-values, enabling principled,
threshold-free decisions. Their main strengths are simplicity,
interpretability, and strong theoretical grounding, making them
effective when assumptions are met.

Kolmogorov-Smirnov (KS) Test. KS test is a non-parametric
method for comparing two 1D continuous distributions by
evaluating the maximum difference between their cumulative
distribution functions (CDFs). It outputs a test statistic and a
p-value to assess whether the distributions differ significantly.
The CheXstray framework [49] applies KS test to monitor real-
time data drift in healthcare by comparing DICOM metadata,
image features, and model outputs to a reference dataset,
flagging shifts that may affect performance. McUDI [50] is
an unsupervised method that selects key features uses the KS
test to detect distribution changes between training and test
sets. Similarly, [51] applies KS test-based drift detection and
enhances it with periodic expert label queries after drift is
detected, enabling more accurate performance monitoring.

Chi-Square Test. This is a basic statistical method commonly
used for categorical data, such as gender, hospital unit, or
diagnosis code. The idea is to compare how often each cate-
gory appears in two datasets. If the difference in frequencies
is too large, the test signals a potential shift. In [49], chi-
square test is applied to DICOM metadata, such as gender
and projection, to detect categorical distribution shifts in real-
time imaging data monitoring. Chi-square test is simple, fast,
and interpretable, making it useful in clinical settings. But it
is limited to categorical features and cannot handle continuous
variables directly.

3) Sequential Statistical Methods: These methods aim to
detect distributional shifts over time in streaming or temporally
ordered data. Unlike batch comparison methods, they analyze
data in a continuous fashion, often by monitoring summary
statistics or deviations from a baseline. These methods are
well-suited for detecting gradual drift in real-time settings,
where data arrives sequentially.

Cumulative Sum (CUSUM). This algorithm [52] is a sta-
tistical monitoring method for detecting shifts over time by
tracking small, incremental deviations from an expected value.
When the cumulative sum exceeds a set threshold, it flags a
potential shift. This approach is effective for catching subtle,
gradual changes and is commonly used in quality control
and performance monitoring. The study [53] investigates AI
performance degradation on two audio COVID-19 datasets
using the CUSUM algorithm to monitor changes in the MMD
statistic over time. By tracking the cumulative sum of MMD
values across sliding data windows, it detects sustained devi-
ations that signal drift.

Statistical Process Control (SPC). SPC is a versatile and
broadly applicable framework for monitoring healthcare data
over time. Originally developed for manufacturing, SPC is now
widely used in healthcare and machine learning applications
to detect shifts or anomalies in data distributions or model per-
formance. It encompasses a range of statistical tools, includ-
ing control charts, Exponentially Weighted Moving Averages
(EWMA), and Cumulative Sum (CUSUM). The study [54]
uses SPC to monitor data shifts and detect out-of-distribution
(OOD) instances in radiology datasets. It combines control
charts with CUSUM to track changes in feature distribution
in real time. This method effectively identifies shifts across
imaging modalities (e.g., chest X-rays vs. other radiographs)
and demographic groups, highlighting SPC’s robustness for
monitoring data and model performance in dynamic clinical
settings.

B. Machine Learning-based Methods
1) Supervised Methods: Supervised methods detect data

shift by training a domain classifier (e.g., logistic regression
or support vector machine) to distinguish between source and
target samples [46]. The classifier’s performance, measured by
AUC, reflects distributional difference: AUC near 0.5 suggests
no shift, while a high AUC indicates a clear separation.
This approach, also known as Classifier Two-Sample Test
(C2ST) [55]–[57], is simple, flexible, and effective in high-
dimensional data.
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The study [58] applies this method to monitor an AI
system developed for diabetic retinopathy. Their classifier
detected shifts related to image quality, co-morbidities, and
demographics, outperforming traditional statistical tests but
requiring larger training datasets. [59] uses an adversarial
learning approach, training a discriminator to detect shifts
between datasets. Given that real-world data shifts can emerge
gradually or sporadically, domain classifiers should ideally be
updated in an online fashion to maintain reliable shift detection
over time [60].

2) Unsupervised Methods: These methods do not require
labeled data, and often use autoencoders trained to reconstruct
inputs from a source distribution [61]. When applied to target
data, a significant increase in reconstruction error (e.g., mean
squared error (MSE)) can indicate distributional shift. In
addition to reconstruction error, these methods can monitor
changes in the distribution of latent feature distributions to
detect more subtle or structural shifts. For example, [62] used
convolutional autoencoders to detect drift in breast cancer
mammography data by analyzing both reconstruction error and
latent space changes.

Unsupervised methods are well-suited to medical settings
with labeled data are scarce. However, their performance can
be sensitive to model design, training quality, and data noise.
Furthermore, they may fail to detect shifts that are not well
captured by the reconstruction task.

C. Feature-Based Methods

These methods focus on detecting the changes in the re-
lationship between input features and model predictions over
time. Instead of monitoring raw data or outputs alone, they
analyze shifts in feature contributions to the model’s decision-
making process, capturing changes in either the input distribu-
tion (p(x)) or the conditional distribution (p(y|x)). This is typ-
ically achieved using explainability tools like SHAP [63], [64]
or by training auxiliary classifiers to identify which features
are driving the observed shift [65]. The study [66] analyzes a
model trained on pre-COVID emergency department data and
observes performance degradation during COVID. By tracking
SHAP values over time, they identified shifts in the importance
of respiratory-related features, revealing clinically meaningful
drift. In the “DataFix” framework [59], a component called
DF-Locate uses a binary classifier to distinguish between
source and target data, using feature importance scores to
identify the variables most responsible for the shift.

These methods are especially useful for root cause analysis,
as they offer both detection and interpretability, which is
critical in complex systems like healthcare [67].

D. Anomaly Detection

While data shift detection focuses on tracking gradual or
long-term changes in data distribution, anomaly detection
(AD) targets short-term, instance-level abnormalities, i.e., rare,
unexpected, or extreme inputs that deviate significantly from
the training distribution [68], [69]. Also known as outlier or
out-of-distribution (OOD) detection [70]–[72], AD is crucial

for identifying high-risk instances that may not be captured
by shift detection alone.

AD methods operate by flagging inputs that fall outside
the model’s learned data manifold, and can be used to trig-
ger rejection, uncertainty estimation, or real-time alerts. This
function is especially important in safety-sensitive settings
such as clinical decision support and real-time healthcare
monitoring [73]–[76], where even a single abnormal input
may lead to harmful outcomes. AD plays two key roles:
(1) as a pre-filter to exclude extreme outliers before shift
detection, and (2) as a standalone safeguard for identifying
early or localized system failures. For instance, [77] shows
that anomaly detection improves the reliability and safety of
healthcare AI systems by filtering out unreliable inputs and
preventing erroneous predictions.

VI. MONITORING AI: MODEL DRIFT DETECTION

A. Performance-Based Methods
These methods detect model drift by tracking changes in

metrics such as accuracy, error rate, F1 score, or ROC-AUC
using labeled target data [45]. They typically compare perfor-
mance across time windows or batches to identify significant
degradation.

A classic example is [78], which monitors online error
rates and triggers drift alarms when errors exceed a threshold,
prompting model retraining or recalibration. This approach is
model-agnostic and supports various algorithms. [79] applied
this method to clinical prediction models, using the Wilcoxon
test to detect degradation in terms of ROC-AUC over time.
They showed that even high-performing models can experi-
ence silent drift in dynamic healthcare environments.

While performance-based methods offer clear and direct
insights into model health, their reliance on labeled data limits
their applicability for real-time monitoring. In practice, they
are more suitable for retrospective analysis or scheduled (e.g.,
periodic) performance audits.

B. Model Output-Based Methods
These methods detect drift by analyzing changes in pre-

dicted outputs, such as softmax probabilities or confidence
scores without relying on ground-truth labels [45], [80], [81].
These outputs serve as compact proxies for the model’s
internal decision process, and shifts in their distribution can
indicate performance degradation. Such methods provide a
scalable, label-free, and model-agnostic approach for real-time
monitoring. They are especially valuable in healthcare, where
labeled data are often delayed or unavailable.

1) Distance-Based Output Monitoring: This approach uses
the full softmax output vector as a proxy for model behavior,
comparing its distribution between source and target data using
statistical distance measures, without requiring labels.

A notable example is the Black Box Shift Detection
(BBSD) [45], which monitors predicted probabilities across
14 disease classes. By applying MMD to output distributions
over time, BBSD detects shifts in unlabeled chest X-ray
data, such as those introduced by COVID-19. Its sensitivity
improves when combined with features from an autoencoder.
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Similarly, [82] uses predicted probabilities to detect model
drift in medical triage systems.

These methods are especially effective in multi-class set-
tings, capturing subtle, class-specific changes by leveraging
the full output vector, providing more detailed insights into
models’ behavior.

2) Score-Based Output Monitoring: Score-based methods
detect behavioral shifts by tracking scalar statistics derived
from model outputs, such as maximum softmax probability,
entropy, or energy scores from raw logits. These metrics aim
to capture changes in model confidence or uncertainty that
may indicate distributional drift, even without labels.

The study [83] uses maximum softmax probability to flag
prediction errors and distribution shifts. Evaluated on both
vision and natural language processing (NLP) datasets, the
method shows that misclassified or OOD inputs tend to have
lower softmax scores, making it a widely adopted baseline for
OOD and drift detection. Energy-based methods [84] extend
this idea by computing a log-sum-exp energy score from logits,
which captures overall activation levels and is sensitive to
subtle uncertainties.

These methods are lightweight, interpretable, and suitable
for real-time monitoring. However, their effectiveness may be
limited in poorly calibrated models or when drift affects the
distribution in ways not reflected by a single summary score.

C. Auxiliary Model-Based Method
These methods detect model drift by using a separate model

to estimate prediction reliability, instead of relying solely on
the primary model’s outputs (e.g., softmax scores). These
auxiliary models learn external indicators of error or trustwor-
thiness using either discriminative or generative approaches.

The study [85] trains an auxiliary error estimator on labeled
source data to predict instance-level errors. During deploy-
ment, the system monitors the rate of high-error predictions
and raises an alert when the rate exceeds a predefined thresh-
old. In [86], a conditional generative model (e.g., cVAE) is
used to estimate p(x|y), the likelihood of the input given its
predicted label. A low likelihood implies potential unreliable
and serves as a signal for detecting distribution shift.

These methods are modular and flexible, preserving the in-
tegrity of the primary model while enabling auxiliary modules
to be trained independently or adapted to dynamic deployment
environments.

D. Calibration Drift Detection
Calibration drift occurs when a model’s predicted probabil-

ities no longer align with actual outcome frequencies, even
if overall accuracy remains stable. For example, if a model
predicts a class with 0.8 confidence, that prediction should be
correct about 80% of the time. In dynamic clinical settings,
this alignment can degrade over time.

The study [87] proposes a calibration drift detection system
that uses dynamic calibration curves updated with true out-
comes. An adaptive windowing algorithm monitors calibration
error and flags drift when error exceeds a defined threshold,
while identifying recent stable data for model recalibration.

[88] detects calibration drift without labels by summarizing
patterns from new patient data (e.g., average risk scores) and
using a regression model to estimate calibration quality. If
adjustments are needed to meet a target metric, drift is inferred.

Because calibration drift can silently compromise clinical
decision-making, ongoing and monitoring and timely recali-
bration are essential for safe AI deployment in healthcare.

VII. ROOT CAUSE ANALYSIS

In high-stakes fields like healthcare, merely detecting per-
formance degradation is insufficient, understanding its under-
lying cause is essential for safe and effective model adaptation.
Root Cause Analysis (RCA) offers a structured approach to
identifying the reasons behind model failure, enabling targeted,
diagnosis-driven interventions.

Traditional correction methods, such as domain adaptation,
are often reason-agnostic and apply the same fix to all issues.
This approach is analogous to administering treatment without
a proper diagnosis, risking ineffective or harmful outcomes.
RCA bridges this gap between drift detection and remediation,
guiding more precise and informed responses. As such, RCA
is increasingly recognized as a critical component in building
trustworthy and robust AI monitoring systems.

A. LLM-Based Diagnostic Method

Rauba et al. [89] introduce H-LLM, the first self-healing
AI system that uses large language models (LLMs) to
autonomously diagnose root causes of model degradation
and recommend targeted adaptation strategies. In evaluations
across healthcare and finance, H-LLM outperforms traditional
methods by reducing false-positive drift detections and im-
proving adaptation outcomes.

The study highlights two key points: (1) root cause analysis
is essential for effective, diagnosis-driven adaptation, and (2)
LLMs show strong potential in enabling intelligent, self-
monitoring AI systems. By integrating reason-aware diag-
nostics, AI models can transition from reactive correction
to proactive, self-healing behavior, enhancing reliability and
resilience in deployment.

B. Shift Type Disentanglement Method

Accurate identification of the specific type of distribution
shift is essentile for effective RCA. The study [90] pro-
poses a framework that differentiates between label shift,
covariate shift, and hybrid shift. The approach uses model
output distributions to detect label shifts and leverages feature-
based analysis via self-supervised encoders to detect covariate
shifts. The combined “Duo detector” which integrates both
techniques, achieves superior performance across various shift
types. Evaluated on large-scale datasets from chest X-rays,
mammography, and retinal fundus images, the method demon-
strates strong generalizability.

The key takeaway is that each shift type necessitates talored
detection and correction strategies. For example, label shift
often requires output reweighting, whereas covariate shift is
better addressed through feature-level adjustments.
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Fig. 5. Illustration of domain adaptation which can correct AI perfor-
mance degradation caused by data shift.

C. Causal Inference-Based Method
Causal inference [91], [92] offers an interpretable frame-

work for tracing model degradation to upstream data or policy
shifts. Using causal graphs, it reveals how variables influence
each other, enabling AI systems to diagnose why a shift
occurred and identify corrective actions, rather than passively
adapting. [93] applies this approach to a pneumonia risk model
that fails when transferred to a new hospital. The causal
graph revealed that the model’s performance drop is linked
to differences in ICU admission policies.

Causal root cause analysis moves beyond correlation, en-
abling targeted interventions (whether adjusting the model,
data pipeline, or clinical workflow) to restore model stability.

VIII. CORRECTING AI PERFORMANCE DEGRADATION

A. Domain Adaptation
Domain adaptation [94], as shown in Fig 5, is a technique

designed to reduce the performance gap of machine learning
models when deployed in a target domain (e.g., a new hospital,
population, or device) whose data distribution differs from that
of the source domain used during training.

1) Unsupervised Domain Adaptation (UDA): It assumes ac-
cess to labeled data in the source domain and unlabeled
data in the target domain. The goal is to align the latent
representations across domains without requiring labels from
the target side.

In the study [53], UDA is implemented to correct for
data drift in COVID-19 detection models using audio data.
After drift detection, UDA minimizes the MMD between
the source (development) and target (post-development) data
distributions. This process aligns the feature representations of
the two domains without requiring labeled data from the tar-
get domain. Experimental result validates UDA’s potential to
maintain robust performance in evolving healthcare scenarios.

2) Test-Time Domain Adaptation (TTDA): TTDA [95] refers
to a set of methods that adapt models on-the-fly during
inference using only unlabeled target data observed at test
time. Unlike UDA, TTDA does not require access to target
data during training and operates under more constrained but
realistic conditions.

TTDA has been applied in cross-site medical image classi-
fication and segmentation tasks, demonstrating adaptability to
distribution shifts, particularly covariate shifts [96], [97]. Re-
cently, TTDA has also been extended to LLMs in biomedical

NLP. [98] introduces TTDA to improve LLM performance
on tasks such as biomedical question answering, showing
that even large pretrained models can benefit from dynamic
adjustment to target-domain inputs at inference time.

B. Re-training and Fine-Tuning
1) Re-Training: It involves updating a model with new data

to counteract performance degradation and maintain accuracy
and reliability as input distributions or outcome patterns shift.

The study [27] examines the effects of event-driven shifts
(e.g., during COVID-19) on sepsis prediction models. Simula-
tion results show that retrained models, especially XGBoost,
outperformed static models, highlighting the importance of
regular retraining to maintain performance. [99] explores how
feedback loops in healthcare can degrade models over time.
Using MIMIC-IV data, they showed that repeated updates may
increase false positive rates, even when AUC appears stable.
Their findings indicate that retraining on the full historical data
is more robust than incremental updates using only recent data.

Despite its effectiveness, retraining is resource-intensive,
requiring quality labels and full retraining-validation cycles.
These challenges may limit feasibility in fast-paced clinical
environments.

2) Fine-Tuning (Transfer Learning): It adapts a pretrained
model to a new domain by updating all or part of its parameters
using some target data. It is particularly effective when source
and target domains share structural similarities but differ in
characteristics (e.g., patient demographics /imaging protocols).

The study [100] fine-tunes an in-hospital mortality predic-
tion model originally trained at one hospital using data from
different target hospitals. The results show that transfer learn-
ing can mitigate performance degradation and help maintain
model performance across diverse healthcare settings.

Fine-tuning offers a cost-effective and flexible correction
method, especially when labeled data are scarce but pretrained
models offer transferable features. It is well-suited for cross-
site clinical model deployment.

C. Continual Learning (CL)
CL [101], [102] enables AI models to adapt to new data

over time while preserving prior knowledge. Unlike static
models, CL supports dynamic updates, making it well-suited
for healthcare settings where disease patterns, practices, and
demographics evolve continuously.

[103] highlights the potential of CL in diagnostic imaging,
prediction, and treatment planning, while also noting chal-
lenges such as catastrophic forgetting, computational over-
head, and regulatory concerns. They stress the importance of
robust validation and adaptive deployment strategies. [100] ap-
plies drift-triggered CL in a hospital setting, detecting temporal
shifts and retraining on updated data. This approach success-
fully maintains model performance under changing clinical
conditions. [104] proposes a lifelong learning framework (a
type of CL) using knowledge distillation to address calibration
drift. Tested on four cancer datasets, the method outperformed
standard retraining by preserving both calibration and discrim-
ination over time.
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These approaches are essential for real-world deployment
but require careful handling of memory, stability, and update
frequency to prevent overfitting or degradation.

D. Calibration Correction
Calibration correction [105] adjusts a model’s predicted

probabilities to better reflect true outcome rates in the target
population. Unlike retraining methods, it modifies outputs
directly, maintaining accurate risk estimates. This is important
in healthcare, where decisions often depend on calibrated
thresholds.

[106] categorizes calibration update strategies into: (1)
simple coefficient updating (adjusting intercepts and slopes),
(2) meta-model updating (combining existing models), and (3)
dynamic updating (continual refinement with new data). Using
cardiac surgery data, they show that adaptive updates improve
reliability in clinical settings.

Recent studies explore label-free approaches. [88] uses
cohort-level features to detect and correct calibration shifts
without labels. Similarly, [107] aligns prediction distributions
across imaging datasets to mitigate acquisition shifts, preserv-
ing performance in tasks like breast cancer detection without
labeled target data.

Calibration methods are lightweight and effective when
model ranking remains reliable but confidence levels drift.
However, they cannot address changes in decision boundaries
or underlying concepts.

E. Adaptive Update Strategies
Update strategies guide when and how to apply corrections

in response to performance degradation. Unlike individual
correction techniques, they provide a broader decision-making
framework essential for managing real-world shifts that vary
in scale and frequency. Effective strategies balance timely
intervention with model stability. Key questions include:

• When to update? Only if the shift significantly impacts
performance.

• How to update? Options include recalibration, partial
fine-tuning, or full retraining.

• How often to update? Avoid excessive or delayed
updates to maintain reliability.

In [116], five strategies are evaluated for a clinical predic-
tion model. Simple recalibration often performs as well as
more complex methods. Similarly, [117] proposes a bootstrap-
based adaptive strategy that selects update types based on
degradation severity. Tested on several clinical models, it
finds recalibration sufficient in most cases, with full retraining
needed only for major shifts.

IX. DATASETS, TOOLS AND BENCHMARKS

A. Datasets
Medical AI monitoring remains challenging due to the

scarcity of publicly available datasets and standardized bench-
marks, as most studies rely on proprietary hospital data.
Advancing the field requires open datasets that capture both
“natural shifts” (e.g., those arising real-world events like the

COVID-19 pandemic) and “synthetic shifts” (e.g., engineered
changes in demographics or image quality) to rigorously eval-
uate model robustness. The COVID-19 pandemic highlights
the need to monitor data shift in medical AI. For instance,
the University of Michigan Hospital deactivated a sepsis-
alerting model in April 2020 after demographic shifts triggered
spurious alerts [25]. Such shifts can disrupt clinical variable
relationships, degrade model performance, and increase patient
risks.

Table I summarizes several representative datasets across
different modalities that have been used to study medical AI
performance degradation detection.

B. Performance Monitoring and Correction Tools
With growing attention to AI performance monitoring post-

deployment, several commercial and open-source tools have
been developed to support this task.

Prominent commercial solutions include Amazon Sage-
Maker Model Monitor [118], Google Vertex AI Model Moni-
toring [119], and Microsoft Azure MLOps [120], all offering
integrated tools for tracking model behavior in production.

Notable open-source alternatives include Evidently AI [121]
and Deepchecks [122], which provide modular components
for detecting data drift, monitoring performance, and gener-
ating reports. Other useful tools include TorchDrift [123] and
Frouros [124], both of which offer libraries for statistical drift
detection and monitoring.

DomainATM [125] is a toolbox for domain adaptation in
medical data analysis. Developed in MATLAB with a user-
friendly graphical interface, it includes a suite of widely used
adaptation algorithms tailored for medical data analysis tasks.

C. Benchmarks
1) Stanford WILDS/Wild-Time Benchmarks: The Stanford

WILDS benchmark [126]1 evaluates model robustness under
real-world distribution shifts across domains like healthcare
and ecology. Results show significant performance drops
from in-distribution to out-of-distribution settings, empha-
sizing the challenge of robust deployment. Extending this,
Wild-Time [127]2 focuses on temporal shifts using five real-
world datasets, including MIMIC-IV for clinical prediction
tasks. Wild-Time reports 20% performance drops over time,
highlighting the difficulty of achieving temporal robustness.

2) TableShift Benchmark: TableShift [128]3 is a benchmark
designed to evaluate distribution shift robustness of machine
learning on tabular data, an area that, despite its widespread
use, has lacked standardized benchmarks compared to text and
vision. This is especially important in healthcare, where struc-
tured EHR data is common. TableShift includes clinical tasks
such as ICU mortality, length of stay, and sepsis prediction.

It supports a range of tabular models, including state-of-
the-art architectures like FT-Transformer [129] and Tabular
ResNet [130], and provides Python APIs for streamlined data
processing and evaluation.

1https://wilds.stanford.edu/
2https://wild-time.github.io
3https://tableshift.org

https://wilds.stanford.edu/
https://wild-time.github.io
https://tableshift.org
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TABLE I
DATASETS FOR MEDICAL AI PERFORMANCE MONITORING RESEARCH.

Data Type Dataset Country Time Span Samples Studies

EHR
MIMIC-III USA 2001–2012 ∼50,000 [108]

MIMIC-IV USA 1996–2019 ∼380,000 [99]

Imaging

CheXpert USA 2002–2017 ∼220,000 [49], [109], [110]

MIMIC-CXR USA 2011–2016 ∼380,000 [110]

PadChest Spain 2009–2017 ∼160,000 [49], [111]

Audio
Coswara dataset World 2020–2022 ∼23,000 [53], [112]

COVID-19 Sounds World 2020–2021 ∼50,000 [53], [113]

EEG TUH EEG Corpus USA 2002– ∼60,000 [114], [115]

3) Concept Drift Detection Benchmark: In A Large-Scale
Comparison of Concept Drift Detectors [131], 14 drift detec-
tion methods are evaluated on synthetic datasets with abrupt
and gradual shifts, using Naı̈ve Bayes and Hoeffding Tree
as the two basic classifiers. It evaluates both classification
performance and drift detection accuracy, and analyze their
correlation. One interesting finding is that precise detection of
all drifts may not always lead to better outcomes.

X. CHALLENGES AND FUTURE DIRECTIONS

A. Major Challenges
1) Missing or Delayed Ground-Truth Labels for AI Monitoring:

Ideally, real-time monitoring of AI models allows for the early
detection of performance degradation, enabling healthcare staff
to respond quickly. However, obtaining ground-truth labels,
the gold standard for performance evaluation, is often delayed
or infeasible in clinical settings. Label generation typically
requires significant time, labor, and cost, such as clinician an-
notation of chest X-rays for pulmonary diagnoses. Moreover,
definitive clinical outcomes, such as mortality or disease pro-
fession, often become available only after significant delays.
These limitations impede timely performance assessment and
delay corrective interventions, particularly for predictive and
diagnostic models targeting long-term outcomes.

2) Human-Centric Requirement Monitoring: Health AI mon-
itoring is a rapidly evolving field, traditionally focused on
performance metrics like diagnostic accuracy, F1-score, and
AUC. However, recent research underscores the need to ad-
dress human-centric concerns such as privacy, fairness, and
alignment with human values [132]. Performance metrics
alone are insufficient. For example, a system may show stable
accuracy overall while underperforming for certain ethnic
groups. To ensure equitable and trustworthy AI, monitoring
must also detect and address such disparities. Future efforts
should incorporate tools like bias and privacy detectors to
complement performance monitors and support both technical
reliability and societal accountability.

3) Stability-Plasticity Dilemma: A key challenge in updating
AI models after performance degradation is the stability-
plasticity dilemma [133], the trade-off between preserving
prior knowledge (stability) and adapting to new information
(plasticity). Stability: Models must retain learned decision
boundaries to maintain consistent clinical support. Frequent

updates risk catastrophic forgetting [30], [134], compromising
previously reliable predictions. Plasticity: Models must adapt
to new medical knowledge, shifts in disease prevalence, and
evolving clinical guidelines. Without adaptability, they become
outdated and misaligned with current patient needs. Balancing
these forces remains difficult in practice. Excessive retrain-
ing can destabilize models, while infrequent updates lead to
performance decay. Robust adaptive strategies are essential to
keep AI models both reliable and relevant.

4) System Complexity and Maintenance Challenges: Real-
world AI systems are increasingly complex, comprising feed-
back loops, dynamic data pipelines, and interdependent mod-
ules. Unlike rule-based software, their behavior is data-driven,
making them sensitive to input shifts and operational changes.
Such complexity increases the risk of silent degradation. Feed-
back loops may reinforce bias, and changes in one component
can unintentionally destabilize others, accumulating what is
often referred to as technical debt [135]. These challenges are
magnified in large models like LLMs and VLMs, whose black-
box architectures and emergent behaviors (unintended capabil-
ities arising post-training) make them difficult to interpret or
monitor [136].

Manual oversight is no longer sufficient. Ensuring long-term
safety and reliability demands automated, adaptive monitoring
systems that can detect hidden failures, track behavioral shifts,
and improve model transparency.

B. Future Directions
1) Label-Free Estimation: In medical AI, ground-truth labels

are often delayed, costly, or impractical to obtain, making
traditional retrospective validation insufficient for real-time
model assessment. Label-free performance estimation offers a
promising alternative, allowing models to self-assess without
labeled target data.

One approach is using surrogate or pseudo labels from
a reference model or the model itself. While useful, this
risks propagating bias if the labels are inaccurate or unsta-
ble. Another technique relies on model confidence scores,
such as softmax outputs. For example, Average Thresholded
Confidence (ATC) [137] learns a confidence threshold from
labeled source data to estimate accuracy on unlabeled target
data. A more principled method uses Optimal Transport (OT)
to detect shifts between training and current data. In [138],
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OT quantifies feature distribution divergence to estimate per-
formance degradation, optionally triggering active labeling
when uncertainty is high. Similarly, [139] applies OT to input
features for label-free performance estimation.

2) Benign vs. Harmful Shift: Not all distribution shifts cause
significant performance degradation, so distinguishing be-
tween benign and harmful shifts is essential. Benign shifts
have minimal impact and usually require no action, while
harmful shifts degrade performance and demand intervention.
Misidentifying benign shifts can lead to false alarms, ineffi-
ciencies, higher costs, and even system deactivation [25].

Differentiating shift types improves AI system robustness
by reducing false positives and focusing resources on mean-
ingful interventions. However, most research emphasizes shift
detection without assessing performance impact. Recent stud-
ies [140] have begun addressing this by categorizing shift
severity, offering a more practical approach for managing AI
in dynamic environments.

3) Root Cause Analysis: Most correction methods are
“reason-agnostic”, applying predefined corrections upon de-
tecting performance degradation without examining its cause.
This blind approach can lead to ineffective or even harmful
updates, especially in healthcare, where it risks incorrect
diagnoses or system failures.

To enhance reliability, medical AI should prioritize root
cause analysis. Understanding the source of degradation
(whether from data shifts, label noise, sensor errors, or training
bias) enables targeted, evidence-based corrections instead of
generic responses. This improves model robustness, trans-
parency, and clinician trust. Recent work [89] has begun
leveraging LLMs for root cause analysis, harnessing their
reasoning capabilities for more intelligent system updates.

4) Leveraging Synthetic Data for AI Monitoring: AI perfor-
mance degradation often results from training data limitations,
especially selection bias. For example, datasets from a single
hospital may overrepresent specific groups, reducing model
generalizability. Scarce and costly medical annotations also
limit evaluation across diverse shift scenarios.

Synthetic data offer a promising solution [141]. They can
increase diversity, represent rare cases, and simulate different
data shifts [142], helping assess model behavior under varied
conditions. Simulated shifts also allow stress-testing of shift
detection systems before deployment, aiding in identifying
weaknesses and improving monitoring tools. However, en-
suring clinical realism remains a challenge. Future work
should develop metrics that evaluate not just accuracy but also
generalizability and safety when using synthetic data.

5) Monitoring Large Language and Vision-Language Models:
LLMs and VLMs are increasingly used in healthcare, but
their massive scale and black-box nature raise concerns about
safety and reliability in clinical settings. Recent studies reveal
risks of behavioral drift. For example, [21] find that GPT-4’s
instruction-following ability declined over time, highlighting
the need for ongoing monitoring. Performance degradation
in LLMs/VLMs may result from knowledge staleness, hal-
lucination, catastrophic forgetting, or few-shot performance
decay. Empirical evidence [19], [20], [40] shows that GPT-
4’s diagnostic accuracy dropped within months across both

text and image tasks. As these models play a growing role
in clinical decision-making, monitoring their performance is a
critical and promising research direction.

XI. CONCLUSION

This survey presents a comprehensive framework for un-
derstanding and addressing AI performance degradation in
healthcare, covering data and model drift detection, root cause
analysis, and correction strategies. We also review representa-
tive open-source datasets, tools, and benchmarks that support
medical AI monitoring. We highlight key challenges, such as
delayed ground truth, fairness, the stability-plasticity trade-
off, and system complexity, and emphasize future directions
including label-free performance estimation, shift impact as-
sessment, root cause analysis, synthetic data use, and contin-
uous monitoring of large-scale models to ensure safety and
reliability.
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